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Does theory of mind depend on a capacity to reason about representations generally or on
mechanisms selective for the processing of mental state representations? In four experi-
ments, participants reasoned about beliefs (mental representations) and notes (non-men-
tal, linguistic representations), which according to two prominent theories are closely
matched representations because both are represented propositionally. Reaction times
were faster and accuracies higher when participants endorsed or rejected statements about
false beliefs than about false notes (Experiment 1), even when statements emphasized rep-
resentational format (Experiment 2), which should have favored the activation of represen-
tation concepts. Experiments 3 and 4 ruled out a counterhypothesis that differences in task
demands were responsible for the advantage in belief processing. These results demon-
strate for the first time that understanding of mental and linguistic representations can
be dissociated even though both may carry propositional content, supporting the theory
that mechanisms governing theory of mind reasoning are narrowly specialized to process
mental states, not representations more broadly. Extending this theory, we discuss
whether less efficient processing of non-mental representations may be a by-product of
mechanisms specialized for processing mental states.

Crown Copyright � 2014 Published by Elsevier B.V. All rights reserved.
1. Introduction 2010; Onishi & Baillargeon, 2005; Surian, Caldi, &
Theory of mind, the ability to predict and explain
behavior in terms of mental states, has been described
from many angles. It develops similarly across cultures
(Avis & Harris, 1991; Barrett et al., 2013; Callaghan et al.,
2005; Liu, Wellman, Tardif, & Sabbagh, 2008), emerges
early in human development (Kovács, Téglás, & Endress,
Sperber, 2007), and appears in related forms in non-human
primates (Call & Tomasello, 2008). Especially striking are
cases of ‘‘mindblindness’’ in which the ability to ‘‘see’’ or
represent the mental states of others is impaired, leading
to profound social difficulties that may be diagnostic of
autism and other conditions (Baron-Cohen, Leslie, & Frith,
1985; Frith, 1992). In addition to these empirical discover-
ies, it has been suggested on logical grounds that theory of
mind is a ubiquitous, indispensable, and largely effortless
part of human reasoning (Dennett, 1987; Fodor, 1987).

Beyond describing theory of mind, researchers from a
range of disciplines have spent the last three decades
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exploring how the underlying neurocognitive mechanisms
work (for reviews, see Frith & Frith, 2006; Goldman, 2006;
Harris, 2006; Saxe, Carey, & Kanwisher, 2004). To illumi-
nate the properties of these mechanisms, researchers have
relied heavily on different versions of ‘‘false-belief’’ tasks
(Baron-Cohen et al., 1985; Perner, Leekam, & Wimmer,
1987; Wimmer & Perner, 1983). Consider the following
commonly used false-belief scenario: Before Sally leaves
for lunch, she hides her ball in the basket. While she is away
eating, her big sister Anne plays a trick on her and moves
her ball from the basket to the box. When Sally returns, where
will she look for her ball? To succeed on the task, the partic-
ipant needs to attribute a belief to Sally that she (falsely)
believes the ball is in the basket and, on the basis of that
false belief, will search in the basket, not in the box where
the ball is really located and where the participant actually
knows it to be. While many find this task trivial, not every-
one passes: children who are 3 years old or younger
(Wellman, Cross, & Watson, 2001) and children with aut-
ism (Baron-Cohen et al., 1985) fail to attribute a false
belief, answering that Sally will search where the object
really is, not where she thinks it is. Explaining these devel-
opmental and neuropsychological findings turns on under-
standing how the underlying neurocognitive mechanisms
work.

Despite the intense research effort, considerable dis-
agreement surrounds the properties of the mechanisms
supporting mental state attribution. An especially conten-
tious issue concerns whether these mechanisms handle a
broad class of representations (Corballis, 2003; Doherty,
2000; Iao & Leekam, 2014; Iao, Leekam, Perner, &
McConachie, 2011; Leekam & Perner, 1991; Leekam,
Perner, Healey, & Sewell, 2008; Perner, 1991, 1995; Stone
& Gerrans, 2006; Suddendorf, 1999), or whether they are
specialized for processing mental state representations
(Baron-Cohen, 1995; Cohen & German, 2010; Frith &
Frith, 2003; Leslie, 1994; Leslie, Friedman, & German,
2004; Leslie & Thaiss, 1992; Saxe et al., 2004; Scholl &
Leslie, 1999; Scott & Baillargeon, 2009; Sperber, 2000).
These two accounts, the representational processing the-
ory and the mental state processing theory, both propose
specialization to some extent, but disagree about scope:
is there a broadly specialized capacity for understanding
representations or a narrowly specialized mechanism for
processing mental representations?1 The current investiga-
tion tests these two competing theories by comparing
adults’ ability to reason about beliefs (mental representa-
tions) and written notes (non-mental, linguistic representa-
tions). The comparison between mental and linguistic
representations addresses a triplet of problems that have
not been simultaneously confronted in previous work.
Before addressing these three problems more fully, we dis-
cuss the two theories under consideration.
1 We resist calling the mechanisms posited by the representational
processing theory ‘‘domain-general’’ or ‘‘general-purpose’’ because com-
pared to most content-free, domain-general accounts (e.g., statistical
learning mechanisms; Turk-Browne, Junge, & Scholl, 2005), this theory
proposes processing over representations of representations (i.e., metarep-
resentations), a limited class of input. This at a minimum commits the
theory to some degree of domain-specificity and probably functional
specialization.
1.1. Broad specialization: mechanisms for understanding
representation

One influential account of theory of mind, the represen-
tational processing theory, proposes that mental states are
understood not according to principles specific to the
mental domain but as part of the larger domain of
representation (e.g., Perner, 1991; Suddendorf, 1999).
Pre-empirically, why suppose a capacity for processing
representations of representations, sometimes described
as a capacity to metarepresent, which treats belief, inten-
tion, and other mental states the same as maps, signs,
and other non-mental representations? Philosophical con-
siderations suggest that mental and non-mental represen-
tations (a) refer to things and (b) refer to things as being a
certain way (Dretske, 1988; Fodor, 2008; Goodman, 1976).
For instance, the belief that Sandy Koufax played for the
Los Angeles Dodgers and the belief that he played for the
Brooklyn Dodgers both refer to Sandy Koufax, but critically
they represent him in different ways – as being on two dif-
ferent teams. In the non-mental domain, if two baseball
cards picture Sandy Koufax in different uniforms, then like
the belief example, the cards both refer to Koufax but differ
in how he is represented. According to the representational
processing theory, grasping the difference between what is
represented (e.g., Sandy Koufax) and how it is represented
(e.g., as a Los Angeles or Brooklyn Dodger) is the critical
conceptual capacity underlying an understanding of both
mental and non-mental representation.2
1.2. Narrow specialization: mechanisms for understanding
mental states

Alternatively, theory of mind may depend on a collec-
tion of mechanisms, at least one of which is specialized
for processing mental states (Baron-Cohen, 1995; Leslie &
Thaiss, 1992; Leslie et al., 2004). On this theory, a special-
ized mechanism operates over a restricted class of inputs
including eye gaze (Baron-Cohen, 1995), contingent
motion (Johnson, 2003), self-propelled movement (Leslie,
1994; Premack, 1990), and other social cues; integrates
these cues; and then applies specialized procedures to
compute a set of candidate mental states. Successful rea-
soning according to this account depends on the operation
of additional mechanisms, including a selection processor
that selects one of the candidate mental states, enabling
conscious and unconscious prediction and explanation of
an agent’s behavior in mentalistic terms (see e.g., Leslie &
Polizzi, 1998; Leslie & Thaiss, 1992). Executive selection
processes and other mechanisms required for theory of
mind performance (e.g., working memory, perceptual
This is the sense vs. reference (Dretske, 1988; Frege, 1892/1980) or
representing vs. representing-as (Fodor, 2008; Goodman, 1976) distinction,
except on the representational processing theory, it is not just a philo-
sophical distinction; it is also one that ordinary people make (Perner, 1991;
Perner, Mauer, & Hildenbrand, 2011). An even finer philosophical distinc-
tion could be drawn (e.g., between properties of the referent and modes of
presentation) producing different types of what–how distinctions; how-
ever, conflating these is not a problem for the representational processing
theory if it is assumed these are philosophical distinctions and not
psychological distinctions in the minds of everyday people.
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systems, etc.), are likely recruited for other tasks outside
the theory of mind domain, including tasks involving
non-mental representations. In contrast, specialized mech-
anisms involved in theory of mind computation, because of
their domain-specific structure, do not extend their
processing to notes, photos, signs, or other non-mental
representations. The theory assumes that a separate,
possibly (though not necessarily) less-specialized device
handles non-mental representations, suggesting that these
two systems are in principle dissociable.

1.3. Testing broad and narrow specialization theories

In theory of mind research, tests of broad and narrow
specialization theories have often relied on mental and
non-mental representation reasoning tasks that are
matched in all respects except for the type of representa-
tion that is introduced. If differences in performance are
observed, this isolates the cause to the manipulation of
representation type and strongly suggests the underlying
systems discriminate between the representations, as
expected on the narrow specialization account (Leslie &
Thaiss, 1992). In contrast, given a system with the less spe-
cialized capacity to understand and process representa-
tions, changing representation type should have little
effect on performance because for that kind of system, rep-
resentation types are not distinguished; they are ‘‘psychologi-
cally’’ (i.e., computationally) equivalent (Iao et al., 2011). A
key distinction between the two theories, then, is whether
processing of mental and non-mental representations is
expected to dissociate, as predicted on the mental state
processing theory, or associate, as predicted on the repre-
sentational processing theory.

There are multiple sources of evidence for the dissocia-
tions predicted on the narrow specialization theory. One
source of evidence stems from neuropsychological dissoci-
ations, including selective impairment on false-belief tasks
despite intact performance on closely matched ‘‘false-pho-
tograph’’ tasks (Zaitchik, 1990) in children with autism
(Leekam & Perner, 1991; Leslie & Thaiss, 1992). Neurovas-
cular dissociations observed in fMRI studies with healthy
adults further support this theory, revealing a specialized
network in the brain including bilateral temporoparietal
junction, precuneus, and medial prefrontal cortex that
responds more strongly when engaged in processing
beliefs than photos (Saxe & Kanwisher, 2003). Based on
the reasoning above, these neuropsychological and neuro-
vascular dissociations provide evidence for mental state
specialization and furthermore are not predicted on the
representational processing account.

1.4. The falseness problem

Although the false-photograph task used in previous
investigations has significant appeal because of the tight
control it introduces by closely matching the false-belief
task, it suffers from ‘‘the falseness problem:’’ photos,
assuming they were not tampered with, are not necessarily
false when the world changes because they continue to
refer to and accurately represent the past, making them
true representations of past events (Leekam & Perner,
1991; Perner & Leekam, 2008). Beliefs, on the other hand,
typically refer to the present and can be false if the world
changes in ways inconsistent with the belief. For example,
a vacation photo of a friend sitting on the beach, unlike a
belief with the same content, remains true if the friend is
currently working at the office. The difference then is that
photos refer to how the world was; beliefs refer to how the
world is.

In light of these considerations, researchers have ques-
tioned the validity of using false photos as a control for
false belief, arguing that false beliefs should be computa-
tionally more demanding because the mind has to recon-
cile a discrepancy between someone’s belief about the
world (Sally believes that the ball is in location A based
on seeing it there at time 1), and the current state of the
world (the fact that the ball was moved and is in location
B at time 2), putting extra load on executive functioning
to handle the incongruency. With photos, even if the world
changes (the fact that the ball is now in location B), there is
no conflict between the photo and the state of the world it
refers to since the photo continues to correctly represent
the world the way it was (the photo shows the ball, as it
was, in location A; e.g., Sabbagh, Moses, & Shiverick,
2006). Given this difference in ‘‘falseness,’’ the dissocia-
tions initially observed in children with autism are harder
to interpret: rather than a domain-specific impairment, the
false-belief task may simply be more executively demand-
ing than the photo task. Similarly, differences in brain
activity (Saxe & Kanwisher, 2003) could merely reflect
greater activation of networks involved in executive func-
tion when engaged in false-belief reasoning. Supporting
these suggestions, research has shown that executive func-
tion ability predicts performance on false-belief but not
false-photo tasks in typically developing children, suggest-
ing that belief and photos make different demands on
executive function (Sabbagh et al., 2006).

Because the conceptual problem that photos introduce is
specific to representations that refer to the past, substituting
in non-mental representations that, like beliefs, refer to the
present, can resolve the falseness problem. Other pictorial
representations such as maps and signs meet this require-
ment: they function by referring to the here-and-now after
being created, and therefore can be genuinely false if, for
example, the world changes. Two approaches have been
taken to address the falseness problem: the association
approach and the dissociation approach.

1.5. Resolving the falseness problem I: the association
approach

Among typically developing children, correlations estab-
lish false-belief tasks as structurally and conceptually more
similar to false-sign than false-photo tasks (Iao & Leekam,
2014; Leekam et al., 2008). Additionally, children with
autism perform similarly with verbal and non-verbal
false-belief and false-sign tasks (Bowler, Briskman,
Gurvidi, & Fornells-Ambrojo, 2005; Iao & Leekam, 2014).
These findings in children with and without autism chal-
lenge the interpretation of dissociations between beliefs
and photos as signaling specialization and suggest a
common capacity to represent mental and other
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representations, as predicted on the broad representation
processing theory. Neuroimaging evidence further supports
this view, revealing shared processing of beliefs and signs in
the left temporoparietal junction (Aichhorn et al., 2009;
Perner, Aichhorn, Kronbichler, Staffen, & Ladurner, 2006).
1.5.1. The association problem
Although these studies have many virtues and avoid the

problems plaguing false photos, they are difficult to inter-
pret because of ‘‘the association problem:’’ both the repre-
sentational processing theory and the mental state
processing theory predict associations between these tasks
because of 3rd variables. The representational processing
account predicts a correlation between performance on the-
ory of mind and certain non-mental representation tasks
because of common conceptual demands to process repre-
sentations. The mental state processing account expects
an association because of common performance demands.
In particular, because ‘‘there is more to passing the false-
belief task than theory of mind’’ (Bloom & German, 2000),
including demands on attention, memory, and executive
function (e.g., inhibiting prepotent responses and selecting
belief contents; Leslie, German, & Polizzi, 2005; Leslie &
Polizzi, 1998), and given that the false-belief and false-sign
tasks are nearly identically structured, performance may
be linked because of these other factors.

Aside from performance factors, correlations could
emerge if distinct systems for processing mental and
non-mental representations develop along a similar time-
table. Just as one might expect a correlation between shoe
size and math ability among preschoolers for reasons
entirely unrelated to common conceptual development,
the construction of two computationally independent
mechanisms might be yoked because of a third develop-
mental factor relevant to both systems, driving similar
schedules of development and producing correlations in
performance. Possible computational factors include avail-
ability of information in the developmental environment
relevant to programming both systems, and potential neu-
rodevelopmental factors include increased myelination or
pruning that might influence how both systems develop.

The association problem leads to difficulty adjudicating
between multiple, equally plausible explanations for why
processing of mental and non-mental representation are
associated3; therefore, other research approaches may pro-
vide a clearer test between the broad and narrow specializa-
tion theories.
1.6. Resolving the falseness problem II: the dissociation
approach

As an alternative to testing for associations, researchers
have also tested for dissociations using pictorial represen-
3 Associations predicted on the representational processing theory might
be easier to interpret if the tasks employed shared little in common except
the hypothesized common demand to metarepresent, permitting one to
locate any observed correlation with the unique factor of metarepresen-
tation shared between tasks. However, this approach is rarely taken (but
see Doherty, 2000; Doherty & Perner, 1998; Garnham, Brooks, Garnham, &
Ostenfeld, 2000 for exceptions).
tations other than photos. By taking a dissociation approach
with closely matched tasks that factor in the falseness prob-
lem, a number of studies have demonstrated that children
with autism show striking dissociations in performance,
marked by selectively impaired reasoning about false
beliefs but intact reasoning about false maps (Leslie &
Thaiss, 1992), false drawings (Charman & Baron-Cohen,
1992), and false models (Charman & Baron-Cohen, 1995).
More recently, in a series of experiments with healthy
adults using sensitive reaction time measures, belief pro-
cessing was significantly faster than processing of maps
and signs (Cohen & German, 2010). These findings, which
are based on studies that resolve the association and
falseness problems, provide evidence for the mental state
processing theory and are not predicted on the representa-
tional processing theory.

1.6.1. The content problem
Experiments using maps, drawings, models, and signs

are nonetheless challenged by ‘‘the content problem.’’ Rep-
resentational and mental state reasoning theories assume
representations of belief have propositional (sentence-like,
logical) content (Leslie & Thaiss, 1992; Perner, 1995), but
research has relied on comparing them to non-mental rep-
resentations that are generally assumed to have pictorial
(picture-like, iconic) content. These types of representa-
tions and their associated content potentially differ from
each other on a crucial dimension. While propositional
content can be true or false, exhibiting ‘‘truth-evaluabili-
ty,’’ pictorial content is generally thought to lack this prop-
erty, having accuracy conditions (i.e., they can be more or
less accurate) rather than straightforward truth conditions
(Crane, 2009; Lopes, 1996, 2003; for a dissenting view, see
Perini, 2005). Although this claim may be contentious in
philosophy, whether it is secure or not is irrelevant to
our research question since the present research examines
not the nature of representation, but the psychology of
representation. Our main goal is to motivate a specific psy-
chological hypothesis derived from philosophical
considerations.

Differences in the properties of mental and pictorial
representations suggest an alternate hypothesis for previ-
ously observed dissociations on otherwise matched mental
and pictorial reasoning tasks. On this counterhypothesis,
processing advantages for belief may emerge because the
underlying mechanisms are specialized for processing
propositional rather than mental representations. One
way a propositional account could explain previous results
without appealing to mental state specialization is if the
mind has to convert pictorial representations into a propo-
sitional code and impose truth-values on them in order to
process them, which would introduce costs in processing
accuracy or speed. On this account, evidence that beliefs
are processed faster may arise from the computational
costs of converting pictorial representations, but not
beliefs, into propositional representations. Privileged pro-
cessing of propositional representations, while not
expected on the mental state processing theory, is consis-
tent with the representational processing theory, which,
in one of its more prominent formulations, stipulates that
children acquire a theory that allows them to evaluate a



Fig. 1. The hybrid note vs. belief task (F = false condition and T = true condition). See text for details.

A.S. Cohen et al. / Cognition 136 (2015) 49–63 53
proposition as true or false and to consider ‘‘a different
truth value than the one it has,’’ such as when an agent
has a false belief (Perner, 1995).4
1.6.2. Resolving the content problem: beliefs, notes, and
propositional content

To address the content problem, we suggest comparing
linguistic and mental representations. Linguistic represen-
tations offer a critical advantage. Written notes are repre-
sentationally closer to beliefs than either maps or signs
because mental and linguistic representations stand in
relation to propositions. Propositions can be the objects of
attitudes like belief or expressed by sentences like those
written in a note. This representational closeness makes
for an especially strong test of the broad vs. narrow
specialization theories and is the focus of the four studies
presented here.
1.7. The current experiments: belief vs. note task

In four experiments, we used a hybrid false-belief and
false-note task with neurotypical adults to address the
triplet of problems. To address the falseness problem and
avert the issues encountered with photos, we (a) used a
written note (i.e., non-mental representation) that, like a
belief, could be false and (b) included ‘‘true’’ conditions,
which required reasoning about either true beliefs or true
notes. In response to the association problem, we took a
dissociation approach and used a task that closely matched
the structure of the false-belief task but introduced a
4 The falseness and content problems may be related: they both propose
that what makes a belief true or false may not necessarily apply to certain
pictorial representations. While photos and beliefs seem to have different
falsity-conditions in false-representation tasks (the falseness problem),
maps and signs compared to beliefs seem to differ in truth-evaluability (the
content problem). Both challenge the validity of pictorial representations as
controls for testing specialization.
non-mental representation. To resolve the content prob-
lem and the issues raised with maps and signs, we used
linguistic representations that expressed propositions.

Several other features were incorporated into the belief
vs. note task. To add further control, the two tasks were
merged into a single scenario (see Fig. 1), ensuring that
all events leading up to and following responses were
identical. Therefore, it was impossible to discriminate
the belief condition from the note condition based on
anything other than the actual test probe, which required
participants to infer either the content of a person’s belief
or the content of a note. To obtain a more sensitive
measure than the accuracy scoring used in preschool
studies, we measured both reaction times and accuracy
in adults.

Experiment 1 used a format-unstressed task in which
representational properties of the note were not made par-
ticularly salient. In Experiment 2, a format-stressed task
was introduced to emphasize the format of the representa-
tion. The logic for using these different tasks was that
making representational properties explicit might favor
triggering representational knowledge, which the
representational processing theory considers critical to
understanding mental and non-mental representation.
Experiments 3 and 4 replicated Experiments 1 and 2,
respectively, ruling out an alternative explanation that
the task imposed greater demands for reasoning about
notes than beliefs.

The first hypothesis, derived from the representational
processing theory, predicts that accuracies and reaction
times to belief and note probes should be similar since they
both depend on the same underlying capacity for process-
ing propositional representations. In contrast, the second
hypothesis, derived from the mental state processing the-
ory, predicts that reaction times should be significantly
faster, accuracies significantly higher, or both for belief
compared to note probes, reflecting more efficient, special-
ized processing of mental representations.
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2. Experiment 1

2.1. Method

2.1.1. Participants
Fifty-five participants, all undergraduates participating

for course credit, were tested. Out of the 55 participants,
seven participants were not analyzed, either for failing to
meet accuracy criteria (n = 3)5 or for completing too few tri-
als due to a computer glitch (n = 4).6 Thus, the final sample
included 48 participants (32 females and 15 males;
Mage = 18.74, SDage = 1.08).7
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2.1.2. Design and procedure
In a 2 (Representation: mental vs. linguistic) � 2 (Truth-

value: true or false) repeated-measures design, partici-
pants received 12 trials in each condition and an additional
44 filler trials for a total of 92 trials. The filler trials were
randomly inserted throughout the session to keep trial
order unpredictable and to prevent participants from pre-
paring responses.

Participants watched videos of simple search–action
scenarios on a computer (see selected frames in Fig. 1).
During the practice round prior to the test phase, partici-
pants were given three practice trials to familiarize them
to the task and ensure they understood the scenarios. On
the first practice trial, the video paused at various points
to allow participants time to read subtitles that conveyed
the cover story (see Appendices A and B for complete
instructions and text of subtitles). In each video, an actress
put a purse belonging to a friend in a drawer and, before
leaving the room, reached for a piece of paper and wrote
a note for the friend indicating the purse’s location. While
gone, an officemate stopped by to put away an unrelated
object and either moved the purse to the opposite drawer
(‘‘false’’ condition) or left it in place (‘‘true’’ condition). At
this point, the video was interrupted with a belief or note
test probe (e.g., ‘‘The girl thinks the purse is in the right
drawer’’; ‘‘The note shows the purse is in the right
drawer’’) or one of several kinds of filler probes (e.g., ‘‘It
is true that the purse has switched drawers’’; ‘‘It is true
that the girl wrote a note’’; ‘‘It is true that the purse is in
the left drawer’’; ‘‘It is true that the book is red’’). Partici-
pants were instructed to provide ‘‘yes’’ or ‘‘no’’ responses
to probes and to respond as quickly and as accurately as
possible. The ‘‘y’’ and ‘‘n’’ keys were used for ‘‘yes’’ and
‘‘no’’ responses, respectively. The participants used their
dominant hand, which they were instructed to keep over
the ‘‘h’’ key (which sits between the ‘‘y’’ key above it and
the ‘‘n’’ key below it). On practice trials, filler probes were
used and feedback was provided informing participants
whether their button press response to the probe was
5 An overall accuracy of 62.5% correct was used as a cutoff because it
marked the point at which performance was statistically better than
chance.

6 These participants received fewer than 30 out of 48 trials. Including
these subjects in the analyses had no effect on the results and, if anything,
tended toward strengthening the reported patterns.

7 Participant information (age and gender) was missing for one person
included in the analysis.
correct or incorrect. No feedback was provided during the
test phase. After the button press response, the video fin-
ished and as part of a distractor task, participants gave a
pointing response to indicate the object’s actual location,
ensuring they followed instructions and tracked the object.

Videos ranged from 23 to 25 s and were presented with
E-Prime 2.0 software (Psychology Software Tools, Inc.). To
maximize the number of trials, video playback speed was
increased to 3 times the recorded speed. For all four condi-
tions, responses to probes were equally likely to be ‘‘yes’’
or ‘‘no’’ and the object was equally likely to (a) start off
on the left or right side and (b) end up on the left or right
side at the time of the probe.
2.2. Results and discussion

In an accuracy analysis, percent correct, determined by
dividing number of correct trials by total trials in each con-
dition, was entered into a two-way repeated-measures
analysis of variance (ANOVA) and revealed a main effect
of representation type, F(1,47) = 3.95, p = .053, gp

2 = .078,
indicating percent correct was significantly higher for
belief than note probes, and a main effect of truth value,
F(1,47) = 9.97, p = .003, gp

2 = .175, indicating that percent
correct was significantly higher for true than false repre-
sentations. These main effects were qualified by a margin-
ally significant representation-type by truth-value
interaction, F(1,47) = 3.07, p = .086, gp

2 = .061. The means
and standard errors are plotted in Fig. 2.

Pairwise post hoc t-tests confirmed that the accuracy
comparison between false beliefs (M = 93.2%, SD = 0.12)
and false notes (M = 88.8%, SD = 0.19) was significant,
t(47) = 2.12, p = .039, d = 0.306, although there was no dif-
ference between true beliefs (M = 95.3%, SD = 0.12) and
true notes (M = 94.8%, SD = 0.12), t(47) = 0.48, p = .635,
d = 0.069. There was also a significant difference between
false and true notes, t(47) = 2.81, p = .007, d = 0.405, and a
marginal difference between false and true beliefs,
t(47) = 1.86, p = .069, d = 0.268.
0

belief note

Fig. 2. Accuracy as a function of representation type (belief vs. note) and
truth value (true vs. false) in the format-unstressed task (Expt 1), format-
stressed task (Expt 2), modified format-unstressed task (Expt 3) and
modified format-stressed task (Expt 4). Error bars represent SEM.



0

belief note

1750

2000

2250

2500

2750
Re

ac
�

on
 �

m
e 

(m
s)

Expt 1 Expt 2 Expt 3 Expt 4

Fig. 3. Reaction times as a function of representation type (belief vs. note)
and truth value (true vs. false) in the format-unstressed task (Expt 1),
format-stressed task (Expt 2), modified format-unstressed task (Expt 3)
and modified format-stressed task (Expt 4). Error bars represent SEM.
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In a response time analysis, reaction times were sub-
jected to a two-factor repeated-measures ANOVA,8 reveal-
ing a main effect of representation type, F(1,47) = 26.3,
p < .001, gp

2 = .359, such that reaction times to beliefs were
significantly faster than reaction times to notes, a main
effect of truth value, F(1,47) = 37.2, p < .001, gp

2 = .442, such
that reaction times were faster to true than false representa-
tions, as well as a representation-type by truth-value inter-
action, F(1,47) = 10.7, p = .002, gp

2 = .186. Inspection of
Fig. 3 suggests that the interaction stems from the difference
between beliefs and notes being larger for false representa-
tions than for true representations.

Pairwise post hoc t-tests confirmed that the reaction
time comparison between false beliefs (M = 2123 ms,
SD = 494 ms) and false notes (M = 2397 ms, SD = 657 ms)
was significant, t(47) = 4.92, p < .001, with an effect size
(d = 0.710) larger than that obtained between true beliefs
(M = 2019 ms, SD = 464 ms) and true notes (M = 2078 ms,
SD = 500 ms), t(47) = 1.74, p = .088, d = 0.251. There were
also differences between false and true notes,
t(47) = 5.88, p < .001, d = 0.849, and false and true beliefs
t(47) = 2.60, p = .013, d = 0.375.

The results of Experiment 1 suggest that probing for
information conveyed as a public linguistic representation
(i.e., ‘‘The note shows the purse is in the left drawer’’) did
not result in processing that was as efficient as for mental
states. Not only were participants more accurate on false-
belief trials, they were also faster. As suspected, effects
were more pronounced in the reaction time than in the
accuracy analysis. Although the difference between true-
belief and true-note conditions did not reach significance,
we tentatively suggest that reaction times were approach-
ing a performance floor.

One possible objection to Experiment 1 is that in order
to activate the metarepresentational capacity, a represen-
tation must make clear that it has representational proper-
8 For all analyses, outlier trials (defined as ±3 SD from the mean reaction
time for each subject) and error trials, which were rare and did not indicate
any speed-accuracy tradeoffs, were excluded from the main analyses.
ties. The probe about the note might have failed to fully
trigger the metarepresentational capacity because it did
not stress any of those properties. To address this coun-
ter-explanation, a second experiment was run in which
medium, a property of the representation, was stressed
in the probe.
3. Experiment 2

3.1. Method

3.1.1. Participants
Fifty-three participants, all undergraduates participat-

ing for course credit, were tested. Of the 53 participants,
one failed to meet accuracy criteria and was not analyzed,
leaving the final sample at N = 52 (40 females and 10
males; Mage = 18.84 years, SDage = 0.89 years).9
3.1.2. Design and procedure
The design and procedure were identical to Experiment

1 except that the belief and note probes were replaced
with ‘‘In her mind, the purse is in the right drawer’’ and
‘‘In the note, the purse is in the right drawer,’’ respectively,
in order to highlight format.
3.2. Results and discussion

In an accuracy analysis, percent correct was entered
into a two-way repeated-measures analysis of variance
(ANOVA) and revealed a main effect of representation type,
F(1,51) = 6.04, p = .017, gp

2 = .106, indicating percent cor-
rect was significantly higher for beliefs than notes, and a
main effect of truth value, F(1,51) = 9.47, p = .003,
gp

2 = .157, indicating that percent correct was significantly
higher for true than false representations. These main
effects were qualified by a representation-type by truth-
value interaction, F(1,51) = 7.59, p = .008, gp

2 = .130. The
means and standard errors are plotted in Fig. 2.

Pairwise post hoc t-tests confirmed that the accuracy
comparison between false beliefs (M = 96.7%, SD = 0.06)
and false notes (M = 91.0%, SD = 0.15) was significant,
t(51) = 2.92, p = .005, d = 0.405, although there was no dif-
ference between true beliefs (M = 97.4%, SD = 0.06) and
true notes (M = 97.5%, SD = 0.07), t(51) = 0.097, p = .923,
d = 0.013. There was also a significant difference between
false and true notes, t(51) = 3.36, p = .001, d = 0.466, but
no difference between false and true beliefs,
t(51) = 0.663, p = .510, d = 0.092.

Reaction times were subjected to a two-factor
repeated-measures ANOVA, revealing a main effect of rep-
resentation type, F(1,51) = 9.49, p = .003, gp

2 = .157, such
that reaction times to beliefs were significantly faster than
reaction time to notes, and a main effect of truth value,
F(1,51) = 15.8, p < .001, gp

2 = .237, such that reaction times
were significantly faster to true than false representations.
The representation-type by truth-value interaction was not
9 Participant information (age and gender) was missing for two people
included in the analysis.
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significant, F(1,51) = 0.001, p = .99, gp
2 = .000. The means

and standard errors are plotted in Fig. 3.
Pairwise post hoc t-tests confirmed that the reaction

time comparison between false beliefs (M = 2111 ms,
SD = 571 ms) and false notes (M = 2243 ms, SD = 537 ms)
was significant, t(51) = 3.05, p = .004, d = 0.423, as was
the difference between true beliefs (M = 1991 ms,
SD = 571 ms) and true notes (M = 2124 ms, SD = 529 ms),
t(51) = 2.23, p = .030, d = 0.309. There were also differences
between false and true notes, t(51) = 2.43, p = .019,
d = 0.337, and false and true beliefs, t(51) = 3.57, p < .001,
d = 0.495.

The same advantage for mental states seen in Experi-
ment 1 was observed again in a format-stressed version
of the hybrid-task. The difference in percent correct
between beliefs and notes appeared larger under ‘‘false’’
than ‘‘true’’ conditions, consistent with the pattern seen
in Experiment 1 and suggesting that accuracies in the
‘‘true’’ conditions may have been approaching a perfor-
mance ceiling, although, unlike Experiment 1, the reaction
time advantages for belief were equally large under both
truth-value conditions. The evidence from this experiment
suggests that even when representational properties of
notes are stressed, encouraging deployment of representa-
tional knowledge, the representational processing theory is
not supported. In contrast, the results appear to provide
evidence for specialization of mental state processing.

Is it possible that participants were slower for notes
because they had to compute belief content in order to
determine note content?10 That is, given that the content
of the note is not visible to participants, and that the agent
is the one to write the note, an alternative explanation for
Experiments 1 and 2 is that participants inferred the mental
state of the agent and then copied the content of the mental
state over into their representation of the note (either online
when they see the agent create the note or offline when they
are prompted by the probe). Pre-empirically, this possibility
seems to prioritize belief reasoning (after all, beliefs are not
visible either) and to assume some degree of specialized
computation, treating belief ascription as the basis for infer-
ring note content (see Section 6.4. for a related idea). Addi-
tionally, nothing about the general structure of the task
requires participants to compute belief in order to compute
the content of the note. In a study investigating the ability to
reason about false drawings in children with autism, chil-
dren watched an experimenter draw a picture of an object
which was then replaced by a different object. Participants
were able to reason about the content of the false drawing
despite being impaired on a matched false-belief task, sug-
gesting that their ability to reason about the drawings did
not depend on first computing the experimenter’s belief
(Charman & Baron-Cohen, 1992). Similarly, there are likely
non-mentalistic routes to computing the content of the note
in the current task in addition to using mental states.

But given this is an empirical issue, we address this
counterhypothesis in two remaining studies. Participants
were given new instructions with a similar cover story
10 We thank Leda Cosmides and two anonymous reviewers for this
suggestion.
but were now told that after the woman hides her friend’s
purse, she (a) takes out a piece of paper and writes in a
note where in the room the purse is located and (b) calls
back her friend and says on the phone where in the room
the purse is located. Critically, instead of having to reason
about the belief of the woman hiding the purse (the task in
the belief condition of the first two experiments), partici-
pants had to reason about the belief of the friend returning
to search for the purse. If participants were using the
woman’s belief to infer the content of the note in the first
two experiments, requiring extra processing, that cost
should now be equal since the contents of the friend’s
belief are also derived from the woman’s belief. We re-
ran Experiments 1 and 2 to test this alternative possibility.
4. Experiment 3

4.1. Method

4.1.1. Participants
We tested 72 participants, all undergraduates, partici-

pating for course credit. Of the 72 participants, 9 failed to
meet accuracy criteria and were not analyzed, leaving the
final sample at N = 63 (45 females and 18 males;
Mage = 21.95 years, SDage = 4.24 years).11

4.1.2. Design and procedure
The design and procedure were nearly identical to the

previous experiments (see Appendices A and C for com-
plete instructions and text of subtitles). However, the sub-
titles presented with the initial practice video were
modified so that instead of instructions to reason about
the actress’s belief and the note as in Experiment 1 and
2, participants now had to reason about the friend’s belief
and the note. Critically, the antecedents to establishing the
friend’s belief and the note’s content in the video stimuli
and instructions were matched. After practice but before
the test phase, participants were told that when reading
the probes they should interpret ‘‘the friend’’ to mean
‘‘the friend Bridget calls’’ and ‘‘the note’’ to mean ‘‘the note
Bridget writes,’’ (‘‘Bridget’’ being the name of the protago-
nist). As in Experiment 1, participants received belief or
note test probes (e.g., ‘‘The friend thinks the purse is in
the right drawer’’; ‘‘The note shows the purse is in the right
drawer’’) or one of several kinds of filler probes (e.g., ‘‘It is
true that the purse has switched drawers’’; ‘‘It is true that
the purse is in the left drawer’’; ‘‘It is true that Bridget
wrote a note’’; ‘‘It is true that Bridget called her friend’’).

4.2. Results and discussion

Percent correct was entered into a two-way repeated-
measures ANOVA, revealing a main effect of representation
type, F(1,62) = 4.89, p = .031, gp

2 = .073, such that percent
correct was significantly higher for beliefs than notes,
and a main effect of truth value, F(1,62) = 18.7, p < .001,
gp

2 = .232, such that percent correct was significantly
11 Participant information (age and gender) was missing for two people
that were included in the analysis.
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higher for true than false representations. These main
effects were qualified by a representation-type by truth-
value interaction, F(1,62) = 10.8, p = .002, gp

2 = .148. The
means and standard errors are plotted in Fig. 2.

Pairwise post hoc t-tests confirmed that the accuracy
comparison between false beliefs (M = 94.3%, SD = 0.10)
and false notes (M = 89.8%, SD = 0.12) was significant,
t(62) = 3.20, p = .002, d = 0.432, although there was no dif-
ference between true beliefs (M = 95.7%, SD = 0.07) and
true notes (M = 96.7%, SD = 0.06), t(62) = 1.31, p = .196,
d = 0.235. There was also a difference between false and
true notes, t(62) = 4.97, p < .001, d = 0.732, but no differ-
ence between false and true beliefs, t(62) = 1.16, p = .250,
d = 0.164.

Reaction times were subjected to a two-factor
repeated-measures ANOVA, revealing a main effect of rep-
resentation type, F(1,62) = 5.15, p = .027, gp

2 = .077, such
that reaction times to beliefs were significantly faster than
reaction time to notes, and a main effect of truth value,
F(1,62) = 52.8, p < .001, gp

2 = .460, such that reaction times
were significantly faster to true than false representations.
The representation-type by truth-value interaction was not
significant, F(1,62) = 0.279, p = .599, gp

2 = .004. The means
and standard errors are plotted in Fig. 3.

Pairwise post hoc t-tests confirmed that the reaction
time comparison between false beliefs (M = 2355 ms,
SD = 696 ms) and false notes (M = 2435 ms, SD = 709 ms)
was significant, t(62) = 2.00, p = .050, d = 0.189. No differ-
ence emerged between true beliefs (M = 2139 ms,
SD = 619 ms) and true notes (M = 2190 ms, SD = 662 ms),
t(62) = 1.34, p = .185, d = 0.174, although there were differ-
ences between false and true notes, t(62) = 6.06, p < .001,
d = 0.762, and false and true beliefs, t(62) = 5.13, p < .001,
d = 0.688.

The results failed to support the alternative hypothesis
that an advantage for processing beliefs compared to notes
was an artifact of unequal task demands, and provided
added support for the initial hypothesis of specialized
belief processing. To further increase confidence that the
alternative account could not explain the initial findings,
we re-ran Experiment 2 using a modified format-stressed
task that referred to the friend’s belief.
5. Experiment 4

5.1. Method

5.1.1. Participants
Seventy participants, all undergraduates participating

for course credit, were tested. Of the 70 participants, seven
failed to meet accuracy criteria and their data were not
analyzed, leaving the final sample at N = 63 (46 females
and 17 males; Mage = 22.9 years, SDage = 6.49 years).
5.1.2. Design and procedure
The design and procedure were nearly identical to pre-

vious experiments. As in Experiment 2, the belief and note
probes started, ‘‘In her mind, the purse . . .’’ and ‘‘In the
note, the purse . . .,’’ respectively, in order to highlight for-
mat. As in Experiment 3, participants were asked to reason
about the friend’s belief and the note’s content.
5.2. Results and discussion

Percent correct was entered into a two-way repeated-
measures ANOVA, revealing a main effect of representation
type, F(1,62) = 5.77, p = .019, gp

2 = .085, such that percent
correct was significantly higher for beliefs than notes,
and a main effect of truth value, F(1,62) = 22.0, p < .001,
gp

2 = .262, such that percent correct was significantly
higher for true than false representations. The representa-
tion-type by truth-value interaction was not significant,
F(1,62) = 2.72, p = .104, gp

2 = .042. The means and stan-
dard errors are plotted in Fig. 2.

Pairwise post hoc t-tests confirmed that the accuracy
comparison between false beliefs (M = 90.1%, SD = 0.13)
and false notes (M = 83.8%, SD = 0.23) was significant,
t(62) = 2.20, p = .031, d = 0.278, although there was no dif-
ference between true beliefs (M = 96.1%, SD = 0.06) and
true notes (M = 94.7%, SD = 0.09), t(62) = 1.23, p = .224,
d = 0.155. There were, however, differences between false
and true notes, t(62) = 3.74, p < .001, d = 0.471, and false
and true beliefs, t(62) = 3.90, p < .001, d = 0.491.

Reaction times were subjected to a two-factor
repeated-measures ANOVA, revealing a main effect of rep-
resentation type, F(1,62) = 6.70, p = .012, gp

2 = .097, such
that reaction times to belief probes were significantly fas-
ter than reaction times to note probes, and a main effect of
truth value, F(1,62) = 53.2, p < .001, gp

2 = .462, such that
reaction times were significantly faster to true than false
representations. These main effects were qualified by a
representation-type by truth-value interaction, F(1,62) =
8.07, p = .006, gp

2 = .115. The means and standard errors
are plotted in Fig. 3.

Pairwise post hoc t-tests confirmed that the reaction
time comparison between false beliefs (M = 2417 ms,
SD = 592 ms) and false notes (M = 2584 ms, SD = 643 ms)
was significant, t(62) = 3.29, p = .002, d = 0.414. However,
no difference emerged between true beliefs
(M = 2223 ms, SD = 616 ms) and true notes (M = 2235 ms,
SD = 520 ms), t(62) = 0.33, p = .741, d = 0.042, while there
were differences between false and true notes,
t(62) = 7.73, p < .001, d = 0.974, and false and true beliefs,
t(62) = 4.10, p < .001, d = 0.516.

These results provide further evidence that advantages
to process beliefs compared to notes in Experiments 1
and 2 were due to specialized belief processing, not
unequal task demands in reasoning about beliefs and
notes.
6. General discussion

The results of Experiments 1–4 showed a consistent
advantage for processing the content of a belief over the
content of a note. Even when representational properties
were made explicit (Experiments 2 and 4) the faster reac-
tion time and higher accuracy effects for belief probes com-
pared to note probes persisted. These results demonstrate
for the first time a dissociation in processing of mental
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and linguistic representations, supporting the prediction
derived from the mental state processing theory that reac-
tion time and accuracy advantages emerge for belief probes
because of a specialized processing mechanism for theory
of mind, but they failed to support broader specialization
theories proposing a capacity to metarepresent or to specif-
ically represent propositional representations.

Compared to previous studies, the current set of exper-
iments introduced a number of changes that establish a
clearer and stronger test of the two theories under consid-
eration. First, the experiments addressed the falseness
problem by (a) substituting in a linguistic representation
that would be true or false under the same conditions as
a belief and (b) including ‘‘true’’ representation conditions.
Second, the tests handled the association problem by
adopting a dissociation approach and using a task modeled
on the false-photo task that tightly matched conditions for
reasoning about notes and beliefs. Third, these studies
addressed the content problem by comparing mental and
linguistic representations, which share a deep representa-
tional similarity: both express propositions. This represen-
tational closeness strengthened the test considerably
compared to prior tests using pictorial representations.
By speaking to the triplet of problems, the new tasks have
the advantage of addressing key criticisms from research-
ers on both sides of the theoretical debate, producing a task
that we believe significantly improves upon those used in
previous studies. The current studies also incorporated a
more sensitive reaction time method compared to less dis-
criminating pass/fail measures that are commonly used.
Taken together, these new features establish a stronger,
more sensitive test of the broad and narrow specialization
theories, with the findings reported here providing evi-
dence for special-purpose machinery for theory of mind.
6.1. Potential objections considered

6.1.1. Is there still a falseness problem?
Are notes conceptually problematic like photos? Could

there be inherit differences in falsity conditions between
mental and linguistic representations? First, notice that
the falseness problem predicts that false photos should
be easier to process than mental states; false belief should
require reconciling a false representation with the current
state of affairs that it conflicts with, whereas photos suffer
no conflict because they refer to a true past state of affairs,
not to the present (Perner & Leekam, 2008). Our results
with notes show that they are harder to process than
beliefs, suggesting this conceptual difference is not in play.
Besides this empirical point, on conceptual grounds, it is
not obvious that notes differ from beliefs on falseness; like
beliefs, they can be genuinely false because they refer to
the current state of reality. Therefore, the criticism of pho-
tos does not appear to apply to notes.
12 We thank an anonymous reviewer for suggesting this possibility.
6.1.2. Other potential objections
Unlike beliefs, which are abstract, public representa-

tions like notes are available to the senses. From this con-
sideration, we ought to predict that notes should be easier,
not harder than calculating belief. Given that beliefs were
processed more efficiently than notes, the criticism from
abstractness seems unable to account for the results.

Another potential issue is that although participants see
the person reach for the paper and write the note, they
never get to see its actual content, and it could be argued
that this might contribute to slower reaction times and
lower accuracy. However, this is an important feature of
the task because it controls for the fact that people never
get to see the contents of a person’s mental state. Because
the contents of mental states are unobservable and have to
be inferred, the same criterion has to hold in the note
condition.

Are there differences in how the instructions direct
attention to notes compared to beliefs? The instructions
drew attention to the note by explicitly saying that she
‘‘leaves a note for her friend indicating where in the room
the purse is located,’’ but do not equivalently direct atten-
tion to belief by saying ‘‘she thinks about where in the
room the purse is located.’’ We suspect this difference ben-
efited reasoning about notes, and suggest the current
results may underestimate processing advantages for
belief.

Given that belief probes in Experiments 1 and 3 con-
tained the verb ‘‘thinks,’’ might participants have used
‘‘thinks’’ contrastively with ‘‘knows,’’ leading them to
interpret ‘‘thinks’’ to mean the agent had a false belief?12

If so, this might speed up reaction times or increase accuracy
on false-belief trials, creating a processing advantage com-
pared to false notes, and slow reaction times or decrease
accuracy on true-belief trials, eliminating a processing
advantage compared to true notes. Critically, such a repre-
sentation-type by truth-value interaction on accuracy and
reaction time would only be predicted in Experiments 1
and 3, in which ‘‘thinks’’ was used in the belief probes
(Experiments 2 and 4 used ‘‘In her mind . . .’’). In fact, of
the eight possible interactions (four experiments each with
two analyses, one for accuracy and one for reaction time),
six were observed, with at least one interaction in each of
the four experiments. Of the two interaction analyses that
clearly failed to reach significance, one was for reaction time
in Experiment 2 and the other for reaction time in Experi-
ment 3. Although we suspect that the mind does interpret
‘‘thinks’’ to imply an agent may be mistaken or unsure under
some conditions, the tasks were not designed to detect this
‘‘contrastive’’ effect and no clear pattern emerged support-
ing this alternative account. We conclude that ‘‘contrastive’’
effects are not the source of the main differences here, which
appear to be better explained by the ‘‘specificity’’ effects the
task was designed to test.

Taken together, comparing notes to belief has a number
of virtues: they are generally well matched, and where dif-
ferences exist, the consequences of these differences gen-
erally predict no advantage or an advantage opposite
from the observed advantages for belief, suggesting the
experiments reported here may underestimate the ‘‘speci-
ficity’’ effects.
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6.2. Theory of mind, metalinguistic knowledge, and
correlations

The current studies are not the first to explore a rela-
tionship between mental and linguistic representations.13

Researchers advocating a representational processing
approach argue that theory of mind and metalinguistic
knowledge are conceptually related because both depend
on understanding the distinction between what is repre-
sented and how it is represented (Doherty, 2000; Doherty &
Perner, 1998). For example, in the false-belief task, the child
has to understand that although Sally has a belief about the
ball (what is represented: the ball), she represents it as being
in a location (how it is represented: ‘‘in the basket’’) that is
different from the child’s own belief (how it is represented:
‘‘in the box’’). Likewise, understanding linguistic representa-
tions such as synonyms involves recognizing that two words
can have the same meaning despite having different surface
forms. For instance, ‘‘rabbit’’ refers to the animal with big
ears, but ‘‘bunny’’ also refers to the animal with big ears.
That is, one has to appreciate that what is represented can
be the same (the animal with the big ears) even though
how the target is represented can be different (‘‘rabbit’’ or
‘‘bunny’’). A similar analysis can be run on homonyms,
except that form remains constant (e.g., ‘‘bat’’) and meaning
varies (e.g., the flying mammal or baseball equipment).

If understanding synonyms, homonyms, and belief all
depend on the ability to understand this aspect of repre-
sentation, then they should develop along a similar devel-
opmental timetable, leading to the prediction that
performance on tasks of metalinguistic knowledge (syn-
onyms and homonyms) should correlate with performance
on tasks assessing false-belief knowledge, and there is
indeed evidence for such a relationship (Doherty, 2000;
Doherty & Perner, 1998; Garnham et al., 2000; Perner,
Stummer, Sprung, & Doherty, 2002). Yet in light of the cur-
rent findings, it is less clear that the correlations between
performance on the false-belief task and the synonym
and homonym tasks in 3- to 5-year-olds are driven by a
common ability to understand representation as originally
suggested (Doherty, 2000; Doherty & Perner, 1998; Perner
et al., 2002). Given the processing dissociations reported in
Experiments 1–4, is there a different explanation for the
associations reported from the development literature?

The current findings with adults and the prior results
with preschoolers are consistent with at least two possibil-
ities. First, in younger children, belief reasoning and meta-
linguistic knowledge may be related because of shared
executive demands in the false-belief and synonym/hom-
13 There is extensive work on the relationship between language and
theory of mind, including philosophical claims about belief concepts and
natural language (Davidson, 1975; Sellars, 1956) and psychological
research linking (a) complementation syntax to theory of mind develop-
ment (de Villiers & Pyers, 2002) and (b) theory of mind to language learning
and communication (Bloom, 1997; Grice, 1989; Sperber, 2000). Others
place emphasis on the independence of language and theory of mind
(Varley & Siegal, 2000). Though important, these debates are beyond the
scope of this paper; both the narrow and broad specialization positions are
conceptual accounts of theory of mind – neither one appeals to linguistic-
specific achievements being necessary for the emergence of theory of mind,
although language may play a role in its expression.
onym tasks, which act as limiting factors on performance,
with changes in performance yoked as executive function
systems develop (Garnham et al., 2000). Second, it is possi-
ble that a more broadly specialized system in early devel-
opment gives way to two separate mechanisms at some
point between preschool and early adolescence. We flesh
out the executive function explanation next, and return
to changes in specialization in Section 6.3.

One candidate executive demand that factors in both
the false-belief task (Carlson, Moses, & Breton, 2002;
Carlson, Moses, & Hix, 1998; Leslie & Polizzi, 1998) and
the synonym/homonym tasks (Garnham et al., 2000) is
the need to inhibit salient information. In the false-belief
task, children must inhibit a representation about the
actual location of the object in order to predict that some-
one will search in an empty location that they falsely
believe contains the object. In the synonym task, children
must inhibit the tendency to repeat the most recently
named word in the synonym pair and state the other word,
while in the homonym tasks, they must inhibit pointing to
the picture most recently pointed to (one member of the
homonym pair) and instead point to the picture that picks
out the other homonym. If inhibition is required in these
tasks, then performance should steadily improve and pos-
itively correlate over the preschool years as inhibitory con-
trol develops. The current results, which support two
independent systems for theory of mind and metalinguis-
tic knowledge, more closely favor a 3rd variable account
that appeals to executive function over an explanation that
appeals to a common capacity for understanding
representation.

Further evidence for the executive function explanation
comes from studies of bilinguals. Learning that different
word forms across languages can have the same meaning
poses similar challenges to learning that different word
forms within a language can have the same meaning.
Research with bilinguals consistently shows that they out-
perform their monolingual peers on executive functioning
tasks (Bialystok & Craik, 2010; Kovács & Mehler, 2009) and
that this executive function advantage is related to their
advanced development on false-belief tasks (Bialystok &
Senman, 2004; Goetz, 2003; Kovács, 2009). These studies
strengthen the case that executive function plays a sup-
porting role in reasoning about both linguistic and mental
representation, providing further evidence for the execu-
tive function explanation.

6.3. Early- or late-developing specialization?

The current results suggest that by early adulthood,
specializations for processing belief are in place; however,
they do not illuminate whether specialization extends back
into early development, and if it does, how far back.
Because we looked at adults and not preschoolers or youn-
ger children, an open question is whether the mechanisms
are specialized in virtue of expertise (accumulated experi-
ence over development) or due to early and reliably devel-
oping specialization that forms the foundation of
development rather than its outcome. To be clear, this is
not an argument for narrow specialization; at issue is when
and how narrow specialization develops.
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An argument in favor of specialized mechanisms that
develop early and reliably rests on the data from samples
with autism mentioned earlier. If specialization is late
developing in virtue of expertise, we might expect differ-
ences between children with and without autism to
emerge only later in development, when the mechanisms
have become specialized in typically developing children.
The fact that the gap in theory of mind ability is so pro-
nounced in preschool-age children suggests that what, at
least partly, explains the early social maturity of one group
and profound social difficulties of the other is the differ-
ence in integrity of specialized, early-developing learning
mechanisms.

In addition to arguments for early specialization, there
are other arguments that can be raised against late special-
ization. For example, for an expertise system to accumu-
late more experience with mental than non-mental
representations, it would have to be sensitive to differ-
ences between one type of representation (beliefs) and
others (notes, maps, signs). If it is sensitive to any differ-
ences, then there must be a system narrowly specialized
to at least make those distinctions in the first place. What
happens if an expertise system does not make distinctions
between types of representations? Critically, training and
any benefits accrued with one type of representation
should transfer to other types of representations. But if
there is transfer, then it seems difficult to acquire more
experience with one kind of representation than another
because practice with any one representation should get
folded into experience with representations in general.
Whether and under what conditions this argument can
be extended to other cases of specializations beyond the-
ory of mind is an open question.14

If broad specialization is taken to be distinct from
expertise accounts, might the belief reasoning system shift
from broad to narrow specialization across development?
For the same reasons just outlined, transfer is also
expected on the representational processing theory (Iao
et al., 2011), which is why broad specialization is also unli-
14 An anonymous reviewer noted as a counter-example that one’s ability
to play chess may be somewhat compromised when playing with
unconventional-looking chess sets (see D’Andrade, 1981 for anecdotal
confirmation), and based on this, suggested we would not conclude that
there are pre-existing narrowly specialized mechanisms for the ability to
play with conventional- (vs. unconventional-) looking chess pieces. In the
case of chess, it seems likely that early experience with unconventional-
looking chess pieces would lead to the opposite outcome – namely, that
one’s chess-playing ability would then be compromised when playing with
conventional-looking pieces. We would argue this is not analogous to the
case of mental vs. non-mental representations because there does not
appear to be any evidence that adults are more efficient at processing non-
mental representations by virtue of greater experience with non-mental
than mental representations. Typical participants are exposed to symbols,
signs, notes, maps, photos, and other non-mental representations through-
out their lives and more so in modern developed society than at any other
time and place in history, and although they have never directly perceived a
belief, our research suggests that they are still able to process mental
representations more efficiently than non-mental representations. The only
instance of greater processing efficiency for non-mental than mental
representations comes from studies of people with autism. It is far from
clear that people with autism encounter environments that provide greater
exposure to non-mental than mental representations and, at the same time,
that typical adults encounter environments that provide greater exposure
to mental than non-mental representations.
kely to be the basis for late, narrow specialization. Given
these considerations, it is not clear that general expertise
or broadly specialized mechanisms for representations
could generate narrow specialization for belief without
also generating specialization for all other types of repre-
sentations. While we think these considerations provide
some theoretical support for early specialization over late
specialization, empirical evidence will also be needed.
Studies with preschoolers comparing false beliefs to false
notes or to false signs will be especially informative
because they can provide direct evidence for or against
early specialization.

We also emphasize that rather than seeing specializa-
tion and generalization as opposite in all respects, there
is much to be said in favor of the idea that with increased
specialization comes some ability to generalize, at least in
two respects. First, given that belief reasoning involves
concepts like AGENT and BELIEF, the system is expected
to generalize across an unbounded set of events involving
agents. Second, we suggest there may be some important
connections with an idea put forward in the next section
(Section 6.4) in which specialized mechanisms designed
to process a set of inputs can, as a by-product, process
related types of input. While it remains an open question
what the combination of specialization and generalization
in adults might say about the mechanisms at an earlier
point in development, one idea we are sympathetic to is
that specialized mechanisms get learning off the ground
but development might be better thought of as extending
these specialized processes in new ways, either by operat-
ing over new types of input or by creating interfaces with
other systems that transform representations and regulate
behavior in new ways.

6.4. Extending the narrow specialization theory: a by-product
account

Are narrow and broad specialization accounts compet-
ing or complementary theories? The version of narrow spe-
cialization considered here is at odds with the broad
specialization account over the cause of associations and
the existence of dissociations. These competing explana-
tions of data reflect deeper differences in theory about cog-
nitive architecture and development: Narrow specialization
assumes the development of distinct systems for processing
mental and non-mental representations, a view denied by
broad specialization. We propose it may be possible to
extend the narrow specialization theory in a way that more
fully explains patterns of associations and dissociations
with mental and non-mental representations. On this
extended and more complementary proposal, which we call
the by-product theory, a specialized mechanism for pro-
cessing mental states may be capable of, though not designed
for, processing other types of representations. As theorists
have pointed out, non-mental representations are similar
in many respects to mental representations (see Section
1.1.), and on the by-product account, the theory of mind
system may be triggered by non-mental representations.

Differences in accuracies and reaction times like those
observed in Experiments 1–4 could emerge when a
cognitive system, programmed to process belief and other
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mental states, is confronted with input that it was not
designed to process, leading to inefficiencies and processing
costs (Cohen & German, 2010). At the same time, the by-
product theory can account for correlations between men-
tal and non-mental representations given that the same
underlying mechanism is activated across representation
types. Whereas the standard version of the narrow mental
state specialization account predicts dissociations but not
associations after performance demands have been con-
trolled for, and the broad representational processing
account predicts associations but not dissociations,
only the by-product account predicts associations and
dissociations.

We consider two hypotheses for why inefficiencies arise
when specialized mental state processing operates over
non-mental representations: the ‘‘format-blind’’ hypothe-
sis and the ‘‘social cue’’ hypothesis. On the ‘‘format-blind’’
hypothesis, narrowly specialized mechanisms may be
designed to process representational content, but given
that mental states are unobservable, they pay no attention
to the medium of the representation. When such mecha-
nisms are confronted with non-mental representations,
which have public and concrete representational mediums
in addition to their content, this may pose a problem for
the system. Registering format may even be required to
understand that one is observing a pictorial representation.
As Ittelson (1996) observes, failing to appreciate the med-
ium of a pictorial/iconic representation that resembles its
referent amounts to mistaking the representation for the
real thing.15 Although this analysis would not apply to lin-
guistic representations, which not only fail to resemble their
referents but stand in an arbitrary relationship to them, pro-
cessing linguistic format may serve other purposes (e.g.,
individuating representations with the same content but dif-
ferent format, such as directions conveyed verbally in a note
or pictorially in a map). On the ‘‘format-blind’’ hypothesis,
because specialized mental state processing mechanisms
are not designed to handle the format information associ-
ated with public representations, they require either (a)
other processes to strip the non-mental representation of
format information or (b) extra time for the specialized
mechanisms to recognize the content of the non-mental rep-
resentation due to interference from information about
medium. Relatedly, rather than being thought of in terms
of processing inefficiencies, the format-blind hypothesis
could be viewed in terms of a mechanism specialized to pro-
cess both mental and non-mental representations by enter-
ing into different processing modes. On this account, mental
representations might turn on a ‘‘format-blind’’ mode while
non-mental representations turn on a second mode that
strips format in addition to the computations executed in
the other mode. On this version of the format-blind
hypothesis, longer reaction times would not reflect a loss
15 Even pictorial representations that do not resemble their referents
likely require encoding of the medium to prevent misrepresentation (of a
misrepresentation). For example, if one draws a popsicle, but it looks like a
balloon, failing to notice the medium should cause one to mistake the
representation for a real balloon rather than a real popsicle. Ittelson’s point,
then, seems to apply to not only true/accurate pictorial representations but
also false/inaccurate ones, such as those commonly used in theory of mind
studies.
in efficiency or lack of specialization but rather a different
processing mode with extra processing steps.16

The ‘‘social cue’’ hypothesis proposes that specialized
mechanisms for processing mental states are most strongly
activated by the presence of certain social cues, including
eye gaze (Baron-Cohen, 1995), morphology and contingent
motion (Johnson, 2003), self-propelled motion (Premack,
1990), linguistic cues (Roth & Leslie, 1991), and action
toward objects (Wertz & German, 2007, 2013). Non-mental
representations do not emit such cues; therefore, whatever
non-social input they provide may only weakly activate
the specialized mechanisms, and the greater the mismatch
between the cues that are available and the cues that are
expected by the system, the larger the costs incurred to
recognize the cues and reach threshold for activating the
system.

6.5. Summary

The purpose of the current investigation was to test
whether the scope of the processing domain for mecha-
nisms underlying theory of mind corresponded to the
broader domain of representation (the representational
processing theory) or the narrower domain of mental rep-
resentation (the mental state processing theory). Even
though both mental and linguistic representations express
propositions, making them representationally more similar
to each other than the mental and pictorial representations
used in previous research (e.g., Cohen & German, 2010; Iao
& Leekam, 2014), the current investigation revealed a dis-
sociation in which processing was quicker and often more
accurate for beliefs than for notes. This pattern persisted
even when representational format was emphasized,
which should have favored activating representation con-
cepts. These findings suggest that mental representations
are special because they are mental, not because they are
representations.

Building on the mental state processing theory, which
proposes that domain specificity amounts to restricted pro-
cessing of mental states, the by-product theory relaxes this
restriction and replaces it with privileged processing of
mental states along with the capacity to extend processing
to non-mental representations. An important direction for
future work will be testing for further empirical support of
the by-product theory, which handles the existing evi-
dence better than previous accounts.

Appendix A

Instructions prior to practice round of Experiments 1–4:

� ‘‘You will see a series of short videos. At the end of each
video (when a blue frame appears), you will have to
point to the location where you think an object is. The
experimenter will tell you which object to track.’’
� Experimenter verbally tells participants that the object

they will be tracking is a woman’s purse.
16 We thank an anonymous reviewer for this suggestion.
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� ‘‘At some point during each video a statement will
appear on the screen, and you will have to respond
‘yes’ or ‘no.’ You will press the ‘y’ key if you think the
answer to the statement is ‘yes’ and the ‘n’ key if you
think that the answer is ‘no.’ Please answer as quickly
and accurately as possible while avoiding errors.’’
� ‘‘Each new video is completely separate and indepen-

dent from the previous ones. At all times you should
interpret ‘left’ and ‘right’ from your point of view.’’
� ‘‘The first three videos are practice. You will receive

feedback to your answers ONLY during the three prac-
tice videos. The first practice video includes a back-
ground story that applies to all of the videos you will
see. You will only get the background story on the FIRST
practice video, so please pay careful attention. Also, the
first video will be played at normal speed. All videos
that follow will be played at a faster speed.’’

Instructions after practice round of Experiments 3 and 4
ONLY:

� ‘‘Throughout the task, ‘The friend’ = the friend Bridget
calls; ‘The note’ = the note Bridget writes.’’

Appendix B

Subtitles overlaid on first practice video of Experiments
1 and 2:

� At the start of the video, before frame 1 of Fig. 1: ‘‘Brid-
get is a reporter for a school newspaper. Her friend, who
stopped by earlier today, forgot her purse. Bridget is
waiting for her to come pick it up. While she’s waiting,
she gets a phone call.’’
� After the start of the video but still before frame 1 of

Fig. 1: ‘‘Bridget has to leave, so she puts the purse away
and leaves a note for her friend indicating where in the
room the purse is located.’’
� Between frames 2 and 3 of Fig. 1: ‘‘After Bridget leaves,

her officemate Barry stops by to drop off a book.’’

Appendix C

Subtitles overlaid on first practice video of Experiments
3 and 4:

� At the start of the video, before frame 1 of Fig. 1: ‘‘Brid-
get is at work and has to leave soon. She is holding onto
a friend’s purse and waiting for the friend to come pick
it up. While she’s waiting, she gets a phone call from her
friend.’’
� After the start of the video but still before frame 1 of

Fig. 1: ‘‘Bridget has to leave now, so she hides the purse.
To make sure her friend finds it, she (a) takes out a piece
of paper and writes in a note where in the room the
purse is located and (b) calls back her friend and says
on the phone where in the room the purse is located.’’
� Between frames 2 and 3 of Fig. 1: ‘‘After Bridget leaves,

her officemate Barry stops by to drop off a book.’’
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